ABSTRACT.—Morphological integration and modularity are closely related concepts about how different traits of an organism are correlated. Integration is the overall pattern of intercorrelation; modularity is the partitioning of integration into evolutionarily or developmentally independent blocks of traits. Modularity and integration are usually studied using quantitative phenotypic data, which can be obtained either from extant or fossil organisms. Many methods are now available to study integration and modularity, all of which involve the analysis of patterns found in trait correlation or covariance matrices. We review matrix correlation, random skewers, fluctuating asymmetry, cluster analysis, Euclidean distance matrix analysis (EDMA), graphical modelling, two-block partial least squares, RV coefficients, and theoretical matrix modelling and discuss their similarities and differences. We also review different coefficients that are used to measure correlations. We apply all the methods to cranial landmark data from and ontogenetic series of Japanese macaques, Macaca fuscata to illustrate the methods and their individual strengths and weaknesses. We conclude that the exploratory approaches (cluster analyses of various sorts) were less informative and less consistent with one another than were the results of model testing or comparative approaches. Nevertheless, we found that competing models of modularity and integration are often similar enough that they are not statistically distinguishable; we expect, therefore, that several models will often be significantly correlated with observed data.

INTRODUCTION

"In nature we never see anything isolated, but everything in connection with something else which is before it, beside it, under it and over it."

Johann Wolfgang Von Goethe

THAT ORGANISMS are composed of multiple parts with varying levels of interrelationships based on shared function or developmental history is intuitive. The study of the phenotypic expression of these relationships, their causes, and their ultimate integration into a cohesive whole organism has blossomed into a rich field of study since the publication of Olson and Miller’s groundbreaking book, Morphological Integration (Olson and Miller, 1958). More recently, modularity – the idea that integration occurs within semi-autonomous units, or modules, with very little integration across modules – has subsumed studies of morphological integration. The significance of modular organisation is that modules can vary and evolve independently of each other while still maintaining the integrity of the functional or developmental unit.

The recent emergence of modularity is of course not the first time independent evolutionary morphological units have been proposed; the approach of examining functional or developmental units separately has a lengthy history and has provided an important framework for studying morphological evolution (e.g., van der Klaauw, 1948-1952; Moss and Young, 1960; Schwenk, 2001). Modularity expands on past approaches in being equally applicable to genetic, developmental, and morphological aspects of an organism or organisms, from signaling pathways to colonies.
Examining modularity at all of these scales, and then using it to study the relationships among these scales and across diverse biological systems has proven to be an exciting and inclusive area of evolutionary study. Indeed, identifying the biological drivers of morphological integration was central to the methodology originally proposed by Olson and Miller (1958). They used trait correlations to define ρ-groups, quantitatively-derived clusters in which all trait pairs are highly correlated, at some specified but arbitrary level. F-groups, in contrast, were originally qualitatively defined as being functionally or developmentally integrated, although this definition was later expanded to include any biological relationship. In a series of empirical analyses, Olson and Miller (1958) showed a strong correspondence between ρ-groups and F-groups, thereby verifying a central point: quantitative analysis of trait correlations can accurately recover biologically real components. This result is reflected in the redefinition of morphological integration by Chernoff and Magwene (1999) as “the correspondence of patterns of covariation among traits to a priori or a posteriori biological hypotheses”.

The fact that integration and modularity can be studied with only morphological data is of interest to comparative morphologists and paleontologists because the quantitative approaches that we describe below can be used to test hypotheses of developmental integration and modularity in extinct or rare taxa, contrasting many other developmental or genetic questions which do not easily lend themselves to testing with paleontological data. More importantly, identifying phenotypic modules in both fossil and recent species may have important implications for understanding morphological evolution, as traits do not vary and evolve independently of each other, although they are often treated as independent in large-scale studies, such as phylogenetic analyses (P.J. Wagner, 1998; O’Keefe and Wagner, 2001; González-José et al., 2008; Sadleir and Makovicky, 2008; Goswami and Polly, 2010a). The relationships among traits can influence their evolution in multiple ways: integration may constrain variation, modularity may circumvent the effects of developmental canalization and genetic pleiotropy. For these reasons, many workers have tied integration and modularity to fundamental questions about evolutionary rates, evolvability, and the generation of new morphologies (Olson and Miller, 1958; Vermeij, 1973; G. P. Wagner, 1988; Atchley and Hall, 1991; G. P. Wagner, 1995; Cheverud, 1996a; G. P. Wagner, 1996; G. P. Wagner and Altenberg, 1996; Emerson and Hastings, 1998; Bolker, 2000; Eble, 2004; G. P. Wagner and Mezey, 2004; G. P. Wagner et al., 2007; Goswami and Polly, 2010b; Hallgrímsson et al., in press).

Constraints on variation may intuitively seem to prevent long-term evolutionary change, but the constraints imposed by integration and modularity may help coordinate function and developmental associations among traits that would not function well if each sub-trait changed in response to selection in a way that was optimal only for that individual trait and not for the functional or developmental complex. However, as functional and developmental units evolve, integration among traits must also change, lest variation be constrained by obsolete relationships. It has been demonstrated that integration and modularity differ across taxa and, by inference, that patterns change over time (Ackermann and Cheverud, 2000; Badyaev and Foresman, 2000; Marroig and Cheverud, 2001; Ackermann and Cheverud, 2004a; Badyaev and Foresman, 2004; Badyaev et al., 2005; Goswami, 2006a, 2006b; Goswami, 2007a; de Oliveira et al., 2009). These changes fall into two straightforward categories: new functional or developmental interactions link traits into new integration patterns, while fragmentation decouples previous relationships, creating new modularity and allowing old partners to vary independently of each other, thereby promoting “evolvability” (G. P. Wagner and Altenberg, 1996). It has been further hypothesized that fragmentation of older integrative patterns has dominated the history of life, with modularity increasing over evolutionary time as a counter-balance to genetic and developmental integration in increasingly complex systems (Vermeij, 1973; G. P. Wagner and Altenberg, 1996). While these questions can be partially addressed with a phylogenetically-broad sample of data from living taxa, paleontological data have much to offer for understanding evolutionary trends in integration and modularity and their effects on morphological evolution, diversity, and evolutionary rates.

Thus far, the thrust of studies on integration and modularity have focused on establishing the relationships between observed patterns of morphological integration and the possible causes of integration (genetic, developmental, and functional). Many studies of morphological integration have been published, from
Phenotypic integration and modularity are, in principle, composed of both genetic and non-genetic components. Studies on living organisms where heritability data are available are able to partition patterns of phenotypic covariation into its genetic and non-genetic components, whereas studies of paleontological data usually cannot. The uncertainty over whether patterns of integration and modularity are genetic or not need not be of particular concern for the paleontologist because the phenotype is still what interacts with the environment and changes over time, regardless of whether those patterns are entirely genetic or have an environmentally plastic component. Indeed, the concepts of canalization (Waddington, 1942; G. P. Wagner et al., 1997; Rice, 1998; Hallgrímsson et al., 2002) and “robustness” (Nijhout, 2002; de Visser et al., 2003; Hermisson and Wagner, 2004; A. Wagner, 2008) are founded on the idea that phenotypic and developmental integration are not always perturbed by genetic mutations. Furthermore, genetic variance and covariance (the G matrix) is by definition a component of phenotypic integration (which is described by the P matrix), which makes phenotypic correlations a generally good proxy for genetic correlations (Cheverud, 1988; Roff, 1995). The relationship between phenotypic and genetic components allows for the application of genetic hypotheses to data sets for which only morphological data are available, such as most paleontological data sets.

It is now just over 50 years since the publication of Olson and Miller’s book (1958), and studies of morphological integration and modularity have been extended to a wide range of plants and animals and to a diversity of topics spanning most of the breadth of evolutionary biology, from protein structure to deep time (Pigliucci and Preston, 2004; Schlosser and Wagner, 2002) and “robustness” (Nijhout, 2002; de Visser et al., 2003; Hermisson and Wagner, 2004; A. Wagner, 2008) are founded on the idea that phenotypic and developmental integration are not always perturbed by genetic mutations. Furthermore, genetic variance and covariance (the G matrix) is by definition a component of phenotypic integration (which is described by the P matrix), which makes phenotypic correlations a generally good proxy for genetic correlations (Cheverud, 1988; Roff, 1995). The relationship between phenotypic and genetic components allows for the application of genetic hypotheses to data sets for which only morphological data are available, such as most paleontological data sets.
morphological correlations, geometric morphometrics (especially Procrustes superimposition), principal components analysis, and the effects of size (allometry), all of which underpin most methods for studying integration and modularity. We then discuss three general methods for studying variances and covariances that are often employed for studying integration and modularity, but which are also used in other contexts: matrix correlation, random skewers, and fluctuating asymmetry. Next we review several approaches for exploring data and discovering patterns of integration and modularity in it, including cluster analysis, Euclidean distance matrix analysis, and graphical modeling. Then we describe approaches for statistically testing whether a new set of data supports existing ideas about patterns, covering partial least squares analysis, integration matrices, theoretical correlation matrix analysis, and RV coefficient analysis. Finally, we consider a method using eigenvalues as an overall index of the degree of modularization in a data set. Our worked example with macaques follows, in which we apply many of the methods we describe to the same data set so their results can be compared. We close by discussing the strengths and weaknesses of each approach, with hopes of providing a starting point for further exploration of this rich topic.

PRELIMINARY CONSIDERATIONS

Covariances and Correlations.—The mathematical key to the quantitative analysis of integration and modularity is correlation among morphological parts. Integration is about the degree of independence among morphological traits and modularity is about whether some subsets of traits are more dependent on one another than they are with traits in other subsets; correlation is an intuitive mathematical measure for independence and dependence. Many measures of correlation have been devised, but all of them express the degree to which two traits change together.

The two most common measures of correlation are covariance and the product-moment correlation (Pearson’s $R$). The covariance is that part of the joint variance of two traits that is associated; the correlation is the same as the covariance for two traits that have been standardized to have variances of one. The units of covariance are the product of the units with which the traits were measured, and its magnitude is related to the magnitude of the variances. The correlation coefficient is in standardized units and varies between 1.0 (or -1.0) when the two traits covary perfectly and 0.0 when they do not covary at all. The covariance, while less intuitive than the correlation, retains information about the original scale of the two traits that is lost with the correlation coefficient. The covariance between two traits $A$ and $B$ is calculated as:

$$\sum_{i=1}^{n} (A_i - \mu_A)(B_i - \mu_B),$$

where $\mu$ is the mean of its respective trait and $n$ is the number of specimens in the sample (for the covariance of a sample, $n - 1$ is used). The product-moment correlation coefficient is simply the covariance standardized by the joint variances of the two traits:

$$\frac{\sum_{i=1}^{n} (A_i - \mu_A)(B_i - \mu_B)}{n \cdot s_A s_B},$$

where $s_A$ and $s_B$ are the standard deviations of the two traits.

When many traits are studied, as is usually the case with modularity, the correlations among those traits are organized in a covariance or correlation matrix for analysis (Figure 1, A-B). For $m$ traits (or variables), such a matrix has $m$ rows and $m$ columns, where the diagonal cells contain the variances of each of the $m$ traits and the off diagonal elements contain their covariances (for a correlation matrix, the diagonal elements are scaled to equal variance, 1.0, and their off-diagonal elements are correlations). Covariance and correlation matrices are symmetrical, meaning that if the columns and rows are transposed the matrix remains unchanged, and they are non-negative definite, meaning roughly that the eigenvalues of the matrix are all positive or zero (see below). If the data are distributed linearly and multivariately normal with respect to one another, then the covariance matrix can be thought of as a description of the dispersion of data in the trait space. More importantly for the present paper, the covariance and correlation matrices describe the integration among the traits, “packages” of which can be identified using the methods described below. In the example in Figure 1 there is only one “package”
Most geometric morphometric analyses are based on covariances of Procrustes superimposed landmarks rather than correlations because the variables of interest are the \( x \), \( y \), and \( z \) coordinates of landmarks and the scaling between coordinates is important to retain least shape be distorted (Bookstein, 1991; Rohlf, 1993; Zelditch et al., 2004). The correlation coefficient does not retain that scaling because the variances, and hence the scales, of both variables are standardized to 1.0. Conversely, most analyses of integration and modularity use correlations because the issue of interest is not whether the absolute scale of covariation is large or small, but whether two components of the phenotype covary proportionally more or less than other components (Olson and Miller, 1958; Cheverud, 1995; G. P. Wagner et al., 2007).

For studying modularity, we prefer to use correlations among Procrustes superimposed landmarks rather than covariances because we are more interested in the
packaging of integration among parts of the phenotype than in the geometric representation of the covariation of the shape. Because landmark coordinates are multivariate, either two- or three-dimensional, choices must be made among several methods for calculating the correlation. Some authors treat each landmark coordinate separately, which has the analytical advantage of not losing any shape information, but has the interpretative disadvantage that different coordinates of the same landmark may be linked to different modules, a situation that is plausible in some biological situations but implausible in others. We prefer to treat landmarks as complete units (unless the particular question being addressed demands that landmarks be treated as individual coordinates, which is not the case in any of our examples).

Two common, closely-related coefficients exist for calculating correlations among multidimensional variables: the canonical correlation (Hotelling, 1936) and the congruence coefficient (Burt, 1948), both of which are extensions of Pearson’s $R$ to two multivariate blocks of data. The canonical correlation coefficient is the correlation between the scores of two sets of variables on their respective major axes, the congruence coefficient is the sum of the covariances between the two multidimensional variables over all the specimens in the dataset, divided by the pooled variance (Abdi, 2007). We use the congruence coefficient as applied to 3D landmarks in our analyses, except where noted, and we refer to it with the designation $R$ (referring to it as the correlation between landmarks when more than one level of correlation is being discussed). We calculated $R$ as follows:

$$R = \frac{\sum (I_i - \mu_i)(I_j - \mu_j)}{\sqrt{\sum I_i^2 \cdot \sum I_j^2}}$$

where $n$ is the number of specimens in the sample, $I_i$ and $I_j$ are 3D vectors of the x-y-z coordinates of landmarks $i$ and $j$, $\mu_i$ and $\mu_j$ are the centroids of those landmarks, and the lower term is the pooled sample variances of the two landmarks. Note that this equation uses the dot product in the numerator. This is the same landmark correlation that we have used elsewhere (Goswami, 2006a, 2006b, 2007a; Goswami and Polly, 2010a).

Klingenberg (2008a) criticized this coefficient, asserting that it did not detect correlations except in cases where landmarks covary in the same anatomical direction. While Klingenberg’s suggestion has some merit, in fact the congruence coefficient does detect covariances in opposite directions (but $R$ becomes negative, as it should). The only situation where Klingenberg’s criticism pertains is when variation at both landmarks is highly linear (i.e., the variation is primarily in a single direction, not scattered in the $x$, $y$, and $z$ directions, a pattern we have not yet observed in our studies of within-species variation) and when the axis of variation of one landmark occurs in a direction that is at or near 90º to the variation in the second landmark. In that limited situation, a high correlation will be underestimated by the congruence coefficient. If other situations, the loss of information from the congruence coefficient is small, and the gain from representing a biological landmark as a single unit of information outweighs that loss. Every method for analyzing multivariate landmarks has its mathematically strong and weak points, and these must be considered when choosing a method or comparing results of different analyses. Regardless of our choice of correlation coefficient, the methods we present below could be used with any method of measuring correlation between variables unless otherwise noted.

**Procrustes Superimposition.** — An important step in most analyses of geometric shape is the registration of landmarks to a common orientation and scale using Procrustes superimposition (Rohlf, 1990; Rohlf and Slice, 1990; Dryden and Mardia, 1998; Zelditch et al., 2004). In generalized Procrustes analysis (GPA), which is described in detail by Webster and Sheets (this volume), the landmark configurations for each specimen in the analysis are standardized to unit size, translated to the origin of the coordinate system, and rotated with respect to the sample mean until the sum of distances among the specimens is minimized. In some variants on this standard procedure the original scaling of the landmarks is retained so that the resulting Procrustes coordinates contain information about both shape and size variation (often called “form” as a distinction from “shape”), although this may induce size-related correlations among neighboring landmarks if alternative treatments of size variation are not applied. Two practical consequences of Procrustes superimposition are relevant to the study of modularity and integration.

The first important consequence of Procrustes
superimposition is that degrees of freedom are lost because of the Procrustes superimposition. For any set of landmarks, the number of coordinate variables is $2k$ for two-dimensional landmarks (2D) or $3k$ for three-dimensional (3D) ones, where $k$ is the number of landmarks. Procrustes reduces the mathematical and statistical degrees of freedom by 4 for 2D data (one for scale, one for translation along the $x$-axis, one for translation along the $y$-axis, and one for rotation in a plane) and by 7 for 3D data (one for scale, one each for translation in the $x$, $y$, and $z$-axes, and three for rotation in a three dimensional space). The reduction in degrees of freedom causes a covariance or correlation matrix of the landmarks to be “singular” (or, more technically, “non-positive definite”), meaning that the rows and columns are not independent of one another and the inverse of the matrix cannot be calculated. Many quantitative methods of analysis rely on the inverse of a correlation or covariance matrix, including the method of graphical analysis that is reviewed below (Magwene, 2001, 2008). Such methods may be impossible to apply to Procrustes superimposed landmarks unless an alternative algorithm is found (often one involving a “pseudoinverse” matrix).

The other consequence of Procrustes superimposition is that the variance at any particular landmark is a product of both biological variation and the least-squares solution that minimizes distances among all landmarks (Chapman, 1990; Rohlf and Slice, 1990; Richtsmeier and Lele, 1993; Lele and Richtsmeier, 2001). The use of interlandmark correlations for the study of integration and modularity largely circumvents the issue because the correlation is a measure of the relative position of one landmark to others, not its absolute position. Methods such as EDMA and the analysis of interlandmark distances explicitly address the uncertainties of superimposition (see below).

Principal Components Analysis.—Principal components analysis (PCA) is a method normally used to reduce the dimensionality of multivariate data (Jolicoeur and Mosimann, 1960; Jolliffe, 2002), but in the study of modularity and integration PCA is used to reorganize data into axes each of which describe intercorrelations among specific groups of variables. Principal components (PCs) are a set of axes, the first of which is the major axis of the multivariate cloud of data. Subsequent axes are at right angles to prior components, meaning that variation along the subsequent components is the uncorrelated residual variation around the prior axes. Each PC thus describes correlated variation among several of the original variables that is uncorrelated with variation on other principal components (this is mathematically true, but see Mitteroecker et al., 2004 for ways in which it may not be biologically true.)

The mathematical descriptors of principal components are eigenvalues and eigenvectors. The eigenvalues are the amount of the original variance explained by each PC (Figure 1C). The sum of the eigenvalues is equal to the sum of their corresponding covariance matrix so that collectively they account for all the original variance in the data. If the eigenvalues are written in diagonal matrix form, the off-diagonal elements are all zero because there is no correlation (or covariance) among the PCs. Thus, the eigenvalues can be thought of as a transformed covariance matrix in which the new variables have variance but no covariance. The eigenvectors describe the transformation from the new PC axes to the original variable axes (Figure 1D). The eigenvector for each PC has a loading for each variable. Large absolute values indicate a high correlation, either positive or negative, between the variable and the PC. Variation along each eigenvector accounts for a certain proportion of the original variance, the largest portion of it on the first PC (Figure 1E). The more covariation there is among the original variables, the more variance is explained by the first few principal components. In this example, the correlations among the original variables are high, so the data points form a tight, almost linear scatter in the variable space (Figure 1F). Thus the strong correlations between $X$ on the one hand and $Y$ and $Z$ on the other ($R = 0.92$ and 0.93 respectively) result in 94% of the variation lying along the first principal component. The variation in this example data set is highly integrated such that it can be described almost in its entirety by a single PC variable, which can be thought of as a single module.

The numbers making up the eigenvectors are actually the angles, in radians, between the PC axis and the original variable axis. In the example in Figure 1 the angle between PC 1 and the $x$-axis is -0.77 radians, or -43.9 degrees. Visual inspection of Figure 1D shows that the two lines are, indeed, lying at nearly a 45 degree angle from one another. Collectively the eigenvector matrix is a rotation matrix that rotates data rigidly from
the original variables to the PC axes or back from the PCs to the original variables. Because of the lack of correlation among axes of the PC space and the ease with which positions in that space can be transformed back to the original variable space, the PC space makes a convenient tool for simulating or otherwise analyzing multivariate phenotypic evolution (Polly, 2004). For the purposes of modularity and integration, the eigenvector of each PC is a simple measure of modularity while the dispersion of the eigenvalues is an easily comparable measure of integration (see below).

**Allometry.**—Shape often varies predictably with size as an animal grows and, thus, allometry, the size-related component of shape variation, is important to consider in any analysis of shape, including those concerning integration and modularity. In particular, because size often affects an entire shape, whether it is the entire the cranium or entire organism, it can potentially create the appearance of complete integration and mask modularity. While Procrustes superimposition partitions size out of an analysis, it does not remove the component of shape that is correlated with size. Readers should consider whether allometry is important to their interpretations because any source of covariance, be it genetic, functional, or size-related, will contribute to the appearance of integration and modularity. Allometric covariation may genuinely be a product of modularity and integration or it may create the appearance of integration where there is none; interpretations could be misguided either by retaining size-related variation or by removing it. In our example study below, we expect that growth-related changes in cranial correlations may be channelled through integrated modules, so we do not remove shape variation by regressing against size across age cohorts, which would remove evidence of those modules that channel growth-related changes. Instead, we analyzed each age cohort separately so that size-related variation contributes relatively little to correlations within a data set.

Should it be desirable to remove allometry, this is best done by replacing raw Procrustes coordinates with the residuals of a regression analysis of the Procrustes coordinates against centroid size, or some other body size proxy, prior to calculating a covariance or correlation matrix (Klingenberg, 2009).

**Matrix correlation analysis.**—Matrix correlation analysis is a widely used method for assessing the level of correspondence between two matrices (Sneath and Sokal, 1973). It is simply the Pearson’s product moment correlation, described above, extended to two correlation matrices. Matrix correlation analysis is often used in studies of morphological integration for comparing correlation matrix structure between different sets of specimens, whether different populations, ages, or species, or different types of correlations, such as genetic, phenotypic, and environmental (Cheverud, 1995). Mantel’s test is often used to compare the structure of correlation matrices (Mantel, 1967). Mantel’s test is a permutation test that assesses if the similarity between two matrices is significantly greater than would be expected from two random matrices of equal size. It accomplishes this by holding one matrix constant, while randomly permuting the rows and related columns of the second matrix and recalculating the matrix correlation between the original and the permuted matrix (only one set of off diagonal elements are compared since the two sets of off-diagonals are identical and the diagonal elements always equal 1.0 in a correlation matrix). Repeating this exercise several times, often 10,000 times, creates a null distribution against which to assess the original matrix correlation. Generally, significance is established if the observed matrix correlation is greater than 95% of the randomly generated matrix correlations (Cheverud et al., 1989).

It should also be noted that, while matrix correlations theoretically range from +1 to -1, sampling error makes it essentially impossible to achieve perfect correlations between matrices by reducing the true matrix correlation. To correct for the effect of sampling error, Cheverud (1996b) suggests adjusting observed matrix correlations by dividing them by maximum achievable matrix correlation, calculated as the square root of the product of the repeatabilities of each matrix.

**Random skewers analysis.**—Random skewers analysis is an alternative matrix comparison method which compares the responses of two covariance matrices to randomly-generated selection vectors as a measure of similarity (Pielou, 1984; Cheverud, 1989; 1996b; Marroig and Cheverud, 2001). The selection vectors are generated by randomly drawing elements from a distribution of -1 to 1 and then normalizing the vector to a total length of 1. The vector correlation between the response vectors from the two matrices is then calculated. The analysis is repeated, perhaps 1000 times, and the vector correlations are then averaged...
to provide a single measure of similarity between the two matrices of interest. As with matrix correlation analysis, the significance of the mean vector correlation produced by random skewers analysis is assessed by comparison with a distribution of vector correlations generated by random vectors (Cheverud, 1996b). As a guide, for the 61-element vector, used here, a vector correlation of 0.31 would be considered significantly greater than zero at the p < 0.01 level, in comparison to vector correlations from a random distribution of 1000 vectors. Originally used in ecological analyses (Pielou, 1984), this method has been used successfully in several studies of phenotypic covariance/variance matrices (Cheverud et al., 1983; Cheverud, 1996b; Marroig and Cheverud, 2001). One can also use this approach to assess covariance matrix repeatability, or the likelihood that you will get the same matrix from a different sample of the same population, by repeatedly resampling the original dataset and generating a mean vector correlation between the original and resampled datasets. Covariance matrix repeatability of each matrix can then be used to adjust the observed vector correlations for the effects of sampling error, as described above for matrix correlations.

**Fluctuating Asymmetry:**—Fluctuating asymmetry (FA) is the random difference in what are otherwise bilaterally or radially symmetrical traits (Van Valen, 1962; Palmer and Strobeck, 1986). Because the left and right sides of an organism are presumably under the same genetic and developmental controls, traits that are randomly asymmetrical result from environmental rather than genetic perturbations. Such perturbations could be external to the organism, such as the effects of handedness in humans or the effects of gravity and physical pressure from the position in the uterus in Eutherian mammals, or they could be internal, such as random binding problems in signaling proteins during development. Regardless, the phenotypic differences associated with these perturbations are unquestionably non-genetic (sometimes described as being the result of “developmental noise”, “ecophenotypic variation”, or “plasticity”), and can be considered such even when the data normally needed to partition genetic and non-genetic variation are unavailable. When a suite of traits is influenced by the same developmental pathways, then asymmetric environmental perturbations will result in a correlated change in those traits on one side relative to another. Thus, randomly covarying groups of asymmetric traits can be used to identify modules or patterns of integration that are created by shared developmental processes.

Klingenberg et al. (2002; Klingenberg, 2003) described a method to identify modules based on the shared covariance among asymmetrical landmarks. To do this, bilateral data are collected from a series of individuals where each individual is measured several times to control for error. First the landmarks on one side are reflected across the axis of body symmetry and Procrustes aligned with the landmarks of the opposite side. A two-factor ANOVA is then performed to partition the variation among individuals, between sides, and between replicates (Palmer and Strobeck, 1986). Landmark covariance matrices are then constructed for each partition and a principal components analysis performed on the among-individual and between-sides matrices to explore the overall pattern of integration and the pattern of correlation in the asymmetrical variation (Klingenberg et al., 2002). Correlated landmarks identified from the interaction of the among-individuals and between-sides data partitions may belong to developmentally integrated modules because they are the ones that shift in a coordinated fashion in response to random effects between the left and right sides. Similarity between the among-individuals component and individual sides (FA) component indicates that the symmetric component of phenotypic variation was influenced by direct interactions among developmental pathways (Drake and Klingenberg, 2010).

Even though we have described fluctuating asymmetry separately, the symmetric and asymmetric components of variation can be analyzed with most of the methods described below so long as the phenotypic variation is first partitioned into these components.
approaches that we review overlap with one another. One notable method that we have not described here is Common Principal Components analysis (see Phillips and Arnold, 1999 and references therein), as our previous studies have shown this to be unstable at sample sizes below 35 (Polly, 2005).

Most of the existing approaches identify patterns of integration and modularity in a phenotypic correlation (or covariance) matrix, extracting that pattern using one or more methods to identify structures that are more correlated with one another than with other structures. The differences between approaches are mostly in which data are used to construct the phenotypic correlation matrix, how those data are standardized, which methods and statistical criteria are used to identify modules or integration patterns, and whether the approach aims to identify patterns in a single sample (e.g., a population or species) or to identify shared patterns in many samples.

Cluster analysis.—Cluster analysis is a versatile exploratory method for assigning landmarks (or other items) into groups based on a chosen measure of similarity, and it is a component of many of the methods used to study integration and modularity (Legendre and Legendre, 1998). Most cluster methods arrange items into hierarchically arranged sets, with smaller clusters grouped into successively larger ones. Users of cluster analysis are required to define both a distance metric and a linkage algorithm. Many distance metrics are available, but Euclidean distance is the most commonly used one in morphometrics because it describes the shortest distance between two items that have been described with continuous variables. In morphometrics, Euclidean distances can be calculated among objects (such as specimens or group means) using their superimposed landmark coordinates or their principal components scores (Q mode analysis), or Euclidean distances can be calculated among traits using the loadings of the traits on the principal components of a correlation matrix or directly from the correlation matrix by subtracting the absolute value of each correlation from 1.0 (R mode analysis) (Legendre and Legendre, 1998).

The most common linkage algorithms in morphometrics are unweighted pair-group average (UPGMA), Nearest Neighbour (or single linkage), and Ward’s method (Ward Jr, 1963; Sneath and Sokal, 1973). UPGMA joins groups based on the mean distance between all elements in each group, while Nearest Neighbour uses only the smallest distance between elements in each group. Ward’s method differs from both as it optimizes for within-group variance, rather than raw distance, in creating clusters, specifically using the error sum of squares around the group mean as a measure of fit and then finding the pattern that minimizes the within-group variance of each cluster (Ward Jr, 1963). Choice of linkage algorithm varies among users, but Ward’s method has been used widely in identifying potential modules (Cheverud, 1982), as described further below.

Zelditch et al. (2009) demonstrated some shortcomings of the use of cluster analyses in identifying integration when the relationships among landmarks are not hierarchical. They specifically cite a low cophenetic correlation for the dendrogram they produced in a study of the mouse mandible (the cophenetic correlation is the correlation of distances on the tree with the original morphometric distances [Sneath and Sokal, 1973]). Thus, cluster analyses may not be well suited to all datasets, and the agglomeration coefficient (Kaufman and Rousseeuw, 1990) can be used to estimate if one’s data are sufficiently hierarchically ordered to support use of a cluster analysis. UPGMA trees, especially when they are constructed using an ultrametric tree algorithm, are known for distorting distances, whereas other methods may perform much better (Polly, 2001). It is worth noting that cluster analyses will always find clusters, even when there is little structure to a dataset, so it is important to test for the significance of within-cluster trait correlations before describing them as integrated.

Euclidean Distance Matrix Analysis.—Procrustes superimposition distributes variance among the landmarks in whatever manner best minimizes the sum of squared distances between the shapes, a process that may reduce the perceived variance of highly variable landmarks or increase the perceived variance of stable ones, making it difficult to localize which parts of a shape are more variable than others (Rohlf, 1990; Richtsmeier et al., 2002). Some approaches to modularity and integration are, therefore, based on the matrix of pairwise interlandmark distances instead of the superimposed landmark coordinates.

The Euclidean Distance Matrix Analysis (EDMA) method of shape analysis is based on the invariant prop-
properties of the interlandmark distance matrix, often known as the “form matrix”, under rotation and translation to study shape variation (Lele and Richtsmeier, 1991; Richtsmeier and Lele, 1993; Cole and Richtsmeier, 1998; Lele, 1999; Lele and Richtsmeier, 2001). EDMA avoids superimposition, which by necessity uses a non-biologically homologous reference point (the geometric mean of the landmark coordinates) to align landmarks, and instead compares the ratio of two form matrices to get at shape differences. If two forms differ purely in size, then the ratio of all interlandmark distances will be the same, but if the forms differ in shape, some of the ratios will be significantly different than others. The coordinates of the mean shape (or form) of a set of objects are reconstructed from their average form matrix. EDMA has been used in various contexts to study morphological integration and modular change (Hallgrimsson et al., 2004a; Boughner et al., 2008; Bruner, 2008; Bruner and Ripani, 2008).

EDMA is associated with shape spaces whose topography is more irregular than the shape spaces associated with Procrustes superimposed landmarks (Rohlf, 2000, 2003), which makes the estimation of mean landmark configurations, evolutionary trajectories, or developmental sequences through shape space challenging for EDMA. Likewise, the effects of Procrustes superimposition on the redistribution of landmark variance make it challenging to localize particular landmarks that are more variable than others (Lele and Richtsmeier, 1991; Richtsmeier and Lele, 1993; Cole and Richtsmeier, 1998; Lele, 1999; Lele and Richtsmeier, 2001; Richtsmeier et al., 2002), which makes the study of anything other than variation in an entire shape difficult with Procrustes methods. Both methods are equally good for studying correlations among landmarks, with the caveat that size variation can be treated differently in the two methods, which makes them both useful approaches for studying modularity and integration. It should be noted, however, that methods based on Procrustes superimposition usually identify modules made up of a subset of landmarks, whereas methods related to EDMA usually identify modules made up of connections between landmarks. The difference between the two is subtle, but it is possible that contradictory results from the methods are due to them having measured different things.

Cheverud (1982) introduced a widely cited method for studying modularity and integration that is conceptually and methodologically related to EDMA in that it is based on matrices of interlandmark distances rather than on Procrustes superimposed landmark coordinates. In Cheverud’s method, the correlation matrix of the interlandmark distances was constructed and the principal components (eigenvalues and eigenvectors) of that matrix were obtained. Cheverud then used the loadings of the traits on the first 20 principal components axes (those components with positive eigenvalues) as coordinates of the traits in a 20-dimensional variable space. An inter-trait distance matrix was constructed and Ward’s clustering method, described above, was applied to identify modular associations among the traits. Individual clusters were matched to cranial regions of interest by the mode number of traits associated with that region (e.g., if a cluster had 6 out of 8 traits belonging to the facial region, it was identified as a facial cluster). Cheverud’s method has either been adopted by or has influenced many subsequent studies (e.g., Goswami, 2006a, 2006b; Zelditch et al., 2009).

**Graphical modeling.**—In a series of elegant papers, Magwene (2001, 2008, 2009) applied graphical modeling techniques to the study of integration and modularity. Graphical modeling is a special branch of statistics that seeks to represent conditional independence between variables using graphs in which the variables are represented by vertices and high partial correlations between pairs of variables by lines connecting their vertices (Whittaker, 1990; Lauritzen, 1996). When applied to the problem of morphological integration, traits are represented by graph vertices and the correlations by lines connecting them. Modules appear as subsets of connected graph vertices, visually capturing the conceptual module of what a module should be. Zelditch et al. (2008) used a closely related method for studying connections among modules, which they refer to as a reticulated network. These methods differ from cluster analysis in that they do not impose a strictly hierarchical pattern on relationships among landmarks or modules, allowing multiple interactions to be detected.

In practical terms, the key to graphical modeling is the inverse of the trait correlation matrix \( \Omega = P^{-1} \), where \( P \) is the correlation matrix (which is identical to \( P \), the phenotypic correlation matrix mentioned above) and \( \Omega \) is its matrix inversion (Magwene, 2001). The diagonal elements of \( \Omega \) equal \( 1/(1-R^2) \), where \( R^2 \) is the multiple correlation coefficient between that trait and
all the others. When \( \Omega \) is rescaled so that the diagonals equal 1.0, then the off-diagonal elements are the negative partial correlation coefficients between pairs of variables. Partial correlations that are near zero are discarded using one of several statistical criteria, including the edge exclusion deviance (a criterion derived from information theory that uses \( \chi^2 \) distribution for calculating statistical probability) and edge strength (effectively a cut-off procedure based on the natural logs of the partial correlations), leaving the higher positive or negative correlations as edges on the graph.

Mitteroecker and Bookstein (2007) criticized the graphical modeling method, arguing that it works only when there are exactly two traits in a module because otherwise the correlations among traits within a module are cancelled out by their conditional relationship to other traits within the module. Magwene (2009) rebutted this criticism, demonstrating that it recovered modular structures consisting of many traits. The main issue, as with all the methods described here, is whether sample sizes are large enough to accurately measure correlations and partial correlations (Mitteroecker and Bookstein, 2009). In practice, the graphical modeling method cannot usually be applied to correlation matrices derived from Procrustes superimposed landmarks because the matrix is singular, having lost 2\( k \) – 4 or 3\( k \) -7 degrees of freedom from scaling, translation and rotation for 2D and 3D landmarks respectively, where \( k \) is the number of landmarks (Dryden and Mardia, 1998). Singular matrices cannot be reliably inverted, though generalized inverses are available, as are other possible solutions that would allow the graphical modeling method to be applied to landmark data, including “bending” the matrix so that it is no longer singular. As shown below, the issue of singularity does not arise if links among modules identified from integration matrices are being studied (Zelditch et al., 2009).

**CONFIRMATORY METHODS FOR TESTING MODULES AND INTEGRATION**

*Two-block Partial Least Squares and Singular Warps.*—Two-block partial least squares (PLS) and singular warps are methods that can be used to compare integration and modularity in different taxa. At its most fundamental level, morphological integration and modularity concerns covariances within an individual, population or species because it is at that level where shared developmental, genetic, and functional factors will result in between-trait correlation or independence. But the question of whether patterns of correlation and independence change from one group to another is also fundamental to the notion of whether modularity and integration direct and constrain the path of evolution, or whether they themselves are evolvable (Klingenberg, 2005; Draghi and Wagner, 2007; Jones et al., 2007; Hansen and Houle, 2008; Polly, 2008). Comparisons among correlation matrices and phenotypic datasets are necessary to understand how modularity and integration change.

PLS is a method for extracting the eigenvectors and eigenvalues from two blocks of covarying data (Rohlf and Corti, 2000) and has been extended to more than two blocks (Streissguth et al., 1993; Bookstein et al., 2003). When applied to geometric shape and thin-plate splines, Bookstein et al. (2003) refer to the PLS method as Singular Warps Analysis. If the two sets of variables are combined and a correlation matrix \( R \) constructed from them, then

\[
R = \begin{pmatrix}
R_{11} & R_{12} \\
R_{21} & R_{22}
\end{pmatrix},
\]

where \( R_{11} \) is the block of correlations among the first set of variables, \( R_{22} \) is the block of correlations among the second set of variables, and \( R_{12} \) and \( R_{21} \) are the two cross-blocks of correlations between the two sets of variables (where \( R_{12} = R_{21}^T \)). PLS finds the principal components of covariation between the datasets by decomposing \( R_{21} \) into eigenvalues and into two sets of eigenvectors, one for each data set, using singular value decomposition to produce \( F_i DF_i' \), where \( F_i \) and \( F_i' \) are the matrices of eigenvectors for the two datasets and \( D \) is the matrix of singular values, which are the square-roots of the eigenvalues (Rohlf and Corti, 2000). As with principal components, the first axis explains most of the covariation between the datasets, but note that whether it explains a significant part of the total variation in the combined datasets is a different matter. Also note that the first PLS axis may explain more of the variation in one data set than the other. If the data sets are the same landmarks applied to two different species (or other group), then PLS can be used to study the modularity and integration shared by those two groups.

*Integration Matrices.*—Monteiro and colleagues...
introduced the concept of “integration matrices” to analyze the integration among modules that had been identified \textit{a priori} (Monteiro et al., 2005). The core of Monteiro’s method was to look at patterns of integration among pre-defined components of the morphology that consist of multiple landmarks. The data used by Monteiro et al. (2005) were Procrustes superimposed landmarks of a complex structure consisting of several subunits (they studied the rodent mandible, which was divided by Atchley and Hall (1991) into condylar, coronoid, angular, and alveolar morphogenetic components based on \textit{a priori} knowledge of developmental tissue interactions). For each subunit, Monteiro et al. (2005) calculated a matrix of pair-wise distances between the landmarks of that subunit on each pair of individuals in the sample as a measure of the distribution of variation of that unit in the population. They then calculated pair-wise matrix correlations between the distance matrices, with the expectation that integrated subunits will have higher correlations than loosely integrated ones; the matrix of those pair-wise correlations among subunits they called the integration matrix. Monteiro et al. (2005) used clustering to illustrate the patterns of integration among subunits and used partial least squares (PLS, described above) to determine whether the pattern of integration found in one taxon or hierarchical level of taxa was similar to integration in other taxa or at other levels. This method has been fruitfully combined with the fluctuating asymmetry method to study sources of integration in living and fossil organisms (Webster and Zelditch, 2008; Zelditch et al., 2009).

\textbf{RV coefficient analysis.} — Recently, Klingenberg (2009) introduced a robust new method based on Escoufier’s RV coefficient (Escoufier, 1973) to test whether hypothesized modules fit observed covariance matrices better than a distribution of randomly-generated partitions of equivalent size and number. The RV coefficient is analogous to a correlation coefficient, but instead of measuring the association between two individual variables, it measures the association between two sets of variables. The calculation of the RV coefficient involves essentially dividing the covariance between the two sets of variables by the variance of each set, as in the calculation of a correlation (the RV is closely related to the congruence coefficient that we use to measure the correlation between 2D and 3D landmarks, except that the RV coefficient is for symmetric matrices and ranges from 0 to 1, whereas the congruence coefficient is for non-symmetric matrices and ranges from -1 to 1 (Abdi, 2007)). The calculation of the RV coefficient for two sets of variables, as described in detail by Klingenberg (2009), is as follows. If one defines a covariance matrix, $S$,

$$S = \begin{bmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{bmatrix},$$

where $S_1$ and $S_2$ are the separate covariance matrices for the two sets of variables being tested, and $S_{12}$ is the covariance matrix between those two sets, the RV coefficient is:

$$RV = \frac{\text{trace}(S_{12}S_{12}^{-1})}{\sqrt{\text{trace}(S_1S_1)\text{trace}(S_2S_2)}}. \quad (6)$$

The numerator of the above equation reduces to the sum of the squared covariances between the two sets of variables, while the denominator is the square root of the product of squared total variance of each set. Klingenberg (2009) further expands the RV coefficient approach to allow comparisons of multiple sets of variables, basically by averaging all pairwise RV coefficients among sets. The RV coefficient ranges between zero and one, with zero representing a case of perfect modularity, in which there is no covariance between the sets.

In order to test the significance of the RV coefficient or multi-set RV coefficient, Klingenberg (2009) devised an impressive permutation test that compares the observed RV coefficient for the hypothesized modules to those of different randomly-generated but equally-sized partitions of the same landmarks. He further recommends limiting random partitions to spatially contiguous sets of traits, with the argument that biological modules, particularly those related to developmental units, are more likely to be spatially contiguous. Although this does not necessarily apply to functional modules, or even to all developmental modules, using entirely random partitions will inevitably produce sets of traits that do not make any anatomical sense. This will effectively bias the significance test towards finding the RV coefficient of the hypothesized and hopefully anatomically realistic modules to be significantly lower than the null distribution. However, one should base the decision on whether to limit partitions to spatially contiguous sets on the attributes of their particular system. Even holding
the number and size of partitions equal and limiting partitions to spatially contiguous sets still generates a large number of possibilities for large or complex datasets, but a large set of random partitions (10,000 is recommended by Klingenberg, 2009) should be sufficient for determining if the observed RV coefficient is significantly lower, reflecting low covariance between the hypothesized modules, than expected from the null distribution. RV coefficient analysis as described above can be conducted with the MorphoJ software package (Klingenberg, 2008b).

**Theoretical matrix analysis.**—While the matrix comparison methods described above are mainly used for assessing the similarity of two samples, they are also useful for testing hypothesized patterns of integration (as indeed are most of the methods described here). One common method for doing so is by construction of a theoretical connectivity matrix with the hypothesized pattern of integration and then comparing it to an observed correlation matrix with matrix correlation analysis and Mantel’s test for significance. A connectivity matrix is a square, symmetric matrix of 1s and 0s that has the same layout as a correlation matrix. A 1 is entered in cells of the connectivity matrix where the two variables belong to the same module and a 0 is entered where they belong to different modules. Several examples of this approach exist, generally testing for correspondence between functional units or developmental structures, such as mesenchymal condensations, and phenotypic integration (Cheverud, 1995; Marroig and Cheverud, 2004; Goswami, 2006a). Simply, one creates a theoretical connectivity matrix by assigning correlations of 1 between landmarks with a hypothesized relationship and 0 between those without a hypothesized relationship. As Cheverud (1995) notes, the connectivity matrix represents the ideal correlation matrix, but in reality, it is improbable that functionally or developmentally integrated traits would show a perfect correlation of 1. Similarly, many traits that are not biologically integrated may have non-zero correlations. Thus, perfect correspondence between the theoretical and observed correlation matrices should not be expected.

For datasets with multiple possible sets of relationships, such as different modules, one can test each one separately by including only one set in a connectivity matrix, or one can pool all of the possible sets into a total integration matrix. Separate analyses would be useful in cases where some, but not all, of the hypothesized relationships are supported in the observed correlation matrix. However, these analyses do not provide a measure of best fit for selecting among the different models in cases of multiple comparisons, but would simply show which, if any, of the theoretical patterns of integration are consistent with the observed correlation matrix (Cheverud 1995).

**INDICES OF OVERALL MODULARITY AND INTEGRATION**

**Eigenvalue dispersion.**—As discussed above in the section on principal components analysis, large datasets can be decomposed into a few axes that describe the majority of variation in the dataset. These axes, the principal components, are combinations of the original variables in the dataset that reflect the covariation among variables, in effect reflecting which variables are strongly integrated with each other. The eigenvalues are a measure of how much of the variance in a dataset is explained by each principal component. If many of the original variables in a dataset covary strongly with each other, as one would expect in a strongly integrated unit, then most of the variance in a dataset will be contained within one or a few principal components. If only one or a few principal components have very large eigenvalues, and the remaining axes have very low eigenvalues, eigenvalue variance will be high. However, if the structure of a dataset is strongly modular, with several different groups of strongly covarying traits, then variance will be distributed more evenly across a number of principal components, and eigenvalue variance will be relatively low. Thus, the dispersion of eigenvalues provides a simple measure for comparison of the relative integration or modularity of the structures described in a matrix.

The standard metric used in analysis of morphological integration is scaled eigenvalue variance. Because the measure of interest for comparisons across datasets is the difference among eigenvectors, not the total variance of a sample, all eigenvalues are first scaled by dividing by their mean eigenvalue, and then their variance is calculated. A recently suggested alternative is to compare eigenvalues from a correlation matrix, rather than a covariance matrix, because correlation matrices are scaled to equal variance and thus
retain information only about intertrait relationships, the key factor of interest in studies of morphological integration (Pavlicev et al., 2009). They further suggest that the relative standard deviation of eigenvalues from correlation matrices best represents the structure of a dataset and provides a metric that is independent of trait numbers, which is particularly useful in comparisons of disparate datasets.

\[
\text{Var}(\lambda) = \frac{\sum_{i=1}^{N} (\lambda_i - 1)^2}{N} \quad (7)
\]

\[
\text{SD}_{\text{rel}}(\lambda) = \frac{\sqrt{\text{Var}(\lambda)}}{\sqrt{N-1}} \quad (8)
\]

Note that the mean eigenvalue in Equation 7 is replaced by 1 because the sum of the eigenvalues for a correlation matrix is the same as its trace, which is equal to the number of traits. Thus the mean eigenvalue is essentially the number of traits divided by the number of traits, or 1.

While eigenvalue variance and relative standard deviation both provide a simple and easily interpretable measure of overall integration for comparison across different datasets, the main limitation of eigenvalue dispersion is that it provides relatively little information about how matrices differ or the actual patterns of biological integration.

**MODULARITY AND INTEGRATION IN MACAQUE SKULLS: A WORKED EXAMPLE**

Materials and Methods.—To provide examples of some of these analyses and to compare their results, we performed covariance and correlation matrix comparisons, analysis of eigenvalue dispersion, analysis of interlandmark distances, and tested three models of integration using a dataset of a dataset of 61 3D landmarks (Table 1, Figure 2) gathered from 181 cranial specimens of Japanese macaques, *Macaca fuscata fuscata*, housed in the Primate Research Institute at Inuyama, Japan. The specimens were divided into four age groups based on tooth eruption: 1) deciduous dentition (42 specimens); 2) adult M1 erupted (42 specimens); 3) adult M2 erupted (48 specimens); 4) all adult dentition erupted (49 specimens). The adult specimens were subdivided into female (24 specimens) and male (25 specimens) datasets, but lack of gender data prevented the pre-adult specimens from being similarly divided. A maximum of two specimens in each age sample were subjected to a mirroring algorithm to fill in missing data in symmetrical landmarks. These four datasets were then subjected to generalized Procrustes analysis and a total of nine outliers (1 deciduous, 3 M1, 1 M2, and 4 adult) were identified (with a Principal Components Analysis and by measuring Procrustes distance from the mean shape) and removed, prior to being used in analyses.

Correlation matrices generated from 3D landmarks with the congruence coefficient of correlation were used in the following analyses: cluster analyses of landmarks, integration matrices, graphical modeling of integration matrices, matrix correlation analysis, random skewers analysis, eigenvalue dispersion analysis, and theoretical matrix correlation analysis. All analyses were conducted in Mathemtica 7.0 (Wolfram Research Inc., Champaign, Illinois). Fluctuating asymmetry and RV coefficient analysis were performed using MorphoJ (Klingenberg, 2008b), in which, unlike in the other analyses conducted here, landmark coordinates are treated separately in generating covariance matrices, but not in permutation tests. Analysis of correlations in interlandmark distances was performed in Mathematica 7.0. Mathematica notebooks with routines used here are available for download at: http://mypage.iu.edu/~pdpolly/Software.html. Additional software for various analyses of morphological integration and modularity (e.g. MorphoJ, IMP, Sage, Mace) can be obtained from the SUNY Stony Brook Morphometrics Site: http://life.bio.sunysb.edu/morph/index.html.

For analyses in which we tested specific models of modularity (integration matrices, graphical modeling, RV coefficient analysis, and theoretical matrix correlation analysis), three models were used (Table 1). The first is a simple division into two modules, corresponding to the facial region and the neurocranial region, as described in Drake and Klingenberg (2010). The second model, proposed by Cheverud (1995) decomposes the cranium into six modules (oral, nasal, orbit, vault, zygomatic, and base) based on functional and developmental relationships and has been used in multiple analyses of primate crania, including macaques (Cheverud, 1982; Cheverud, 1995). Because Cheverud’s modules are based on interlandmark distances, the individual landmarks were assigned to the module in which the majority of their respective
Table 1.— List of 61 landmarks used in analyses of Macaca fuscata fuscata, 27 of which are bilaterally paired (*). Landmark associations for each of the three models (N/F, neurocranial-facial 2-module model; Cheverud 6-module model; and Goswami 6-module model) of cranial modularity tested in various analyses are also listed.

<table>
<thead>
<tr>
<th>No</th>
<th>Description</th>
<th>N/F</th>
<th>Cheverud</th>
<th>Goswami</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Premaxilla anterior midline suture</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Premaxilla - Maxilla lateral suture*</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Premaxilla - Maxilla ventral suture</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>Canine - lateral extreme*</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>Canine - mesial extreme*</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>Palatine - Maxilla - ventral suture</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>Maxilla Palatine lateral suture*</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>Anterior P1*</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>Nasal - anterior extreme</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>Nasals - Frontal suture</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>11</td>
<td>Nasal - Premaxilla - Nasal opening suture*</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>Jugal-Maxilla (Orbit crest) suture*</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>Lacrimal - Frontal - Maxilla suture*</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>14</td>
<td>Ethmoid - Lacrimal - Frontal suture*</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>Maxilla jugal posterior interior*</td>
<td>1</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>16</td>
<td>Sphenoid jugal frontal interior*</td>
<td>1</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>17</td>
<td>Jugal-Maxilla (base of zygoma) suture*</td>
<td>1</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>Jugal-Frontal (postorb bar) suture (crest)*</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>Jugal-Squamosal dorsal suture*</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>20</td>
<td>Jugal-Squamosal ventral suture*</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>21</td>
<td>Parietal Frontal suture</td>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>22</td>
<td>Parietal - Squamosal - Frontal suture*</td>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>23</td>
<td>Parietal Squamosal Occipital*</td>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>24</td>
<td>Jugal frontal alisphenoid*</td>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>25</td>
<td>Frontal sphenoid squamosal*</td>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>26</td>
<td>Pterygoid tip lateral*</td>
<td>2</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>27</td>
<td>Pterygoid tip medial*</td>
<td>2</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>28</td>
<td>Presphenoid - Palatine - Alisphenoid*</td>
<td>2</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>29</td>
<td>Basisphenoid - Presphenoid - Alisphenoid*</td>
<td>2</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>30</td>
<td>Basiockipital-Basisphenoid-Bulla suture*</td>
<td>2</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>31</td>
<td>Bulla anterior medial extreme*</td>
<td>2</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>32</td>
<td>Bulla posterior lateral extreme*</td>
<td>2</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>33</td>
<td>Parietal - Occipital suture</td>
<td>2</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>34</td>
<td>Occipital condyle lateral extreme*</td>
<td>2</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>
Sample size issues.—As is well appreciated, large sample sizes are ideal for morphometric analyses, particularly those where covariance matrices have to be estimated. Unfortunately, large sample sizes can be difficult to obtain in studies involving paleontological specimens or rare extant taxa. For this reason, we performed a subsampling analysis (Sanders, 1968; Raup, 1975) of the deciduous-only macaque dataset to assess the effects of small sample sizes on analyses of correlation structure. From the original 41-specimen dataset, 1 to 31 specimens were removed, with 100 repetitions of each step conducted, for a total of 3100 runs. Subsampled datasets were subjected to generalized Procrustes analysis following removal of specimens, and then a correlation matrix was generated for each new dataset as described above. The subsampled correlation matrices were then compared to the original correlation matrix with matrix correlation analysis and Mantel’s test (Steppan, 1997; Polly, 2005).

Another issue with broad comparative analyses, or analyses including paleontological data, is the lack of specimen information, such as gender. For taxa with sexual dimorphism, this can introduce an additional and important complication. Realistically, gender data are a luxury that paleontologists will rarely enjoy, and thus it important to try to estimate the effects of mix-gender samples on analyses of covariance and correlation matrices. To address this issue, we compare the results of gender-pooled, adult male only and adult female only analyses and discuss the effect that pooling male and female specimens may have on analyses.

Subsampling analysis.—The effects of small sample size on the estimation of landmark correlations was assessed through subsampling of the deciduous dataset, where the number of specimens was incrementally and randomly decreased from 41 to 10 and the and the resulting correlation matrices compared to the original with matrix correlation. The correspondence with the original dataset stayed high, average matrix correlation greater than 0.90, with as few as 14 specimens, similar to the results of Polly (2005). Even at low sample sizes, matrix correlations between the subsampled and original datasets were mostly higher than matrix correlations between different age groups, whose range is shown as the shaded region in Figure 3. Even with only 10 specimens, the matrix correlations between subsampled samples and the original were
also mostly higher than the mean unadjusted matrix correlation between eight different species of *Macaca*, reported as 0.80 by de Oliveira et al. (2009), suggesting that even very small sample sizes, while far from ideal, are sufficient for estimating differences in landmark correlation structure between age cohorts or species.

**Matrix correlation analysis and random skewers analysis.**—Both matrix correlation analysis and random skewers analysis showed a decrease in similarity of correlation or covariance structure, respectively, with increasing difference in age between groups (Table 2). The pattern of landmark correlation of the juveniles with deciduous dentitions, for example, was most similar to the subadults with M1 ($R=0.81$) and least similar to pattern of correlation in adults ($R=0.73, 0.70$ and $0.67$ for the pooled adult, adult female and adult male samples respectively). However, even the cohorts most different in age were highly significantly similar in the pattern of landmark correlation ($p < 0.01$). The landmark correlation structure of the pooled adult sample was almost more strongly similar to younger cohorts than were the individual adult male and female samples. Neither the adult female nor male samples were consistently more similar to the younger cohorts than the other gender.

It should also be noted that covariance matrices of the asymmetric and symmetric components of shape were significantly correlated in each age group, though correlations increased with age (Table 2), suggesting directions of shape variation across individuals correspond to patterns of variation driven by developmental interactions.

**Cluster analysis of landmarks.**—Modules were identified from the correlation among Procrustes superimposed landmarks from the adult female dataset in two ways. First a dissimilarity matrix was calculated directly from the correlation matrix as 1-abs($R$), where abs($R$) is the absolute value of $R$, the correlation coefficient. Ward’s clustering was done on the resulting matrices and the top six clusters were retained (Figure 4A-F). Second a pair-wise distance matrix of variables was calculated by measuring the distance of landmarks from one another in the variable space defined by the first 21 eigenvectors of the correlation matrix, which always describe more than 99% of the total variation in our datasets (Figure 4G-L). Note that the regions represented by different colours in Figures 4 and 5 reflect traditional divisions of the skull and do not correspond perfectly to either of the six-module models. The six clusters are not listed in any particular order.

Neither method returned modules that were identical to those found in previous studies; both approaches returned clusters combining elements of most or all of modules found in previous studies. The cluster analysis of the dissimilarity matrix produced a more modular structure than the distance matrix of variables, in that only two of the clusters mix more than two previously-identified modules, whereas all of the distance matrix-based clusters mix at least three modules. The four least-inclusive clusters (those that involve the fewest landmark) generated from the dissimilarity matrix generally correspond to a neurocranial-facial division. Cluster 2 is essentially a nasal-orbit cluster, while Cluster 5 is mainly an anterior oral cluster (along with a rogue landmark from the cranial vault). Clusters 3 and 6 resemble the zygomatic-pterygoid module identified by Goswami (2006a), but the similarities are generally quite weak. Little other structure is apparent.

**Interlandmark Distance Analysis.** — Modules were also identified using the correlations among interlandmark distances, which include size as well as...
TABLE 2.—Matrix correlation coefficients between six correlation matrices for 61 landmarks. Results from random skewers analysis (upper triangle, grey) and matrix correlation analysis (lower triangle, white). Diagonal elements are the matrix correlations between the asymmetric and symmetric covariance matrices for each age group. All results are significant at the p < 0.01 level, as determined by a permutation test (10,000 runs).

<table>
<thead>
<tr>
<th></th>
<th>Deciduous</th>
<th>M1</th>
<th>M2</th>
<th>Adult all</th>
<th>Adult female</th>
<th>Adult male</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deciduous</td>
<td>0.287</td>
<td>0.81</td>
<td>0.77</td>
<td>0.73</td>
<td>0.70</td>
<td>0.67</td>
</tr>
<tr>
<td>M1</td>
<td>0.81</td>
<td>0.394</td>
<td>0.83</td>
<td>0.83</td>
<td>0.76</td>
<td>0.80</td>
</tr>
<tr>
<td>M2</td>
<td>0.77</td>
<td>0.83</td>
<td>0.399</td>
<td>0.85</td>
<td>0.78</td>
<td>0.81</td>
</tr>
<tr>
<td>Adult all</td>
<td>0.72</td>
<td>0.83</td>
<td>0.86</td>
<td>0.493</td>
<td>0.92</td>
<td>0.94</td>
</tr>
<tr>
<td>Adult female</td>
<td>0.69</td>
<td>0.76</td>
<td>0.79</td>
<td>0.91</td>
<td>0.400</td>
<td>0.77</td>
</tr>
<tr>
<td>Adult male</td>
<td>0.66</td>
<td>0.80</td>
<td>0.82</td>
<td>0.94</td>
<td>0.78</td>
<td>0.345</td>
</tr>
</tbody>
</table>

shape, again from the adult female dataset. To do this, all pair-wise distances among landmarks were calculated, a correlation matrix was calculated, eigenvectors of that matrix were calculated, and clusters were found with Ward’s method from the inter-variable distances in the first 21 dimensions of the variable space.

Six clusters were investigated as potential modules (Figure 5) based on the break in consistency of within-module correlations compared to within-module correlations at the next higher hierarchical level (the criterion used by Cheverud (1982)). Because each inter-landmark distance involves two landmarks and each landmark is involved in many pair-wise distances, the involvement of each landmark in a module was summarized by calculating how many module distances it contributed to in the module and dividing by the total number of distances that landmark contributed to in the entire dataset. These modules are interpreted as follows. Module 2 is the face and the anterior part of the braincase. Module 3 involves the overall length or flexion of the skull because the high-scoring landmarks are arranged from the bridge of the nose back to the occipital condyle. Modules 1, 4, 5 and 6 are all braincase modules (even though the landmark in Module 4 is colored blue with the basicranium, it is the junction of the parietals and occipital and so is related functionally to the braincase). Thus, the interlandmark distances have identified what could be considered a two module system: face-basicranium, braincase, and interaction between the two. The integration of the face and basicranium is consistent with the observation that the cranial base and facial region exert great influence on each other during growth in primates (Lieberman et al., 2000a, 2000b; Ackermann and Cheverud, 2004a). The segregation of the interlandmark distances involving the braincase across four different clusters perhaps reflects the lower integration of the cranial vault in primates compared to other mammals, which has also been noted previously (Cheverud, 1996a; Ackermann and Cheverud, 2004a; Goswami, 2006a).

There is little similarity between these results and the results of the landmark-based dissimilarity and distance matrices. The closest similarity is that there is a facial-neurocranial division, though none of the landmark-based analyses recovered a facial-basicranial interaction to the exclusion of the braincase.

Integration matrices.—We used integration matrices (Monteiro et al., 2005) to look at the pattern of integration among the six modules identified by Goswami (2006a), detailed in Table 1, in each of the four ontogenetic cohorts of Macaca. For each data set, landmarks were superimposed then divided into their respective modules. For each module, a pair-wise inter-specimen distance matrix was calculated as the Procrustes distance of the landmarks in that module. An integration matrix built from the pair-wise matrix correlations between those distance matrices and clusters were found from the integration matrices using Ward’s method (Figure 6A-D). The integration patterns changed substantially from the deciduous cohort to the subadult and adults, similar to the findings from matrix comparisons (discussed above) and eigenvalue dispersion (discussed below), although the neurocranial modules (vault and basicranium) maintain a close relationship throughout. Note that procedures were
FIGURE 4.—Results of cluster analysis of landmarks, showing the landmarks included in each cluster as vertical bars that are color-coded by anatomical region of the skull (landmark names and color-codes are at the bottom of the figure). A.–F. The six clusters identified from the dissimilarity matrix, 1 – Abs(R), where R is the correlation coefficient of a pair of landmarks. G.–L. The six clusters identified from the distances of landmarks in a variable space constructed from the landmark correlation matrix. The ordering of clusters in each column is arbitrary (e.g., clusters 2 and 6 in the left column roughly correspond to cluster 6 in the right column).
also described by Monteiro et al. (2005) for statistically
testing whether the correlations within modules are
stronger than those between by partitioning the putative
modules, but we have not applied those tests here.

**Graphical modeling.**—Because the relationship
among modules does not need to be strictly hierarchical,
as represented in a cluster diagram, Magwene’s (2001,
2008) graphical modeling method was also applied to
the integration matrices for comparison to the Ward’s
dendrograms (Figure 6E-H). Integration was highest,
in that there was more interconnection among mod-
ules, in the deciduous cohort, as suggested below by
the analysis of eigenvalue dispersion, and it declined
through successive cohorts.

**RV coefficient analysis.**—RV coefficients were
generated for both the symmetric and asymmetric
components of variation for the three models described
above (Table 1). None of the models was significantly
correlated with the asymmetric covariance matrices, but
each was significant (p < 0.05) for some, but not all, of
the symmetric matrices (Table 3). The neurocranial-
facial model was significant for the M1, M2, pooled
adult, and adult male datasets. The Cheverud model
was significant for the deciduous, M1, M2, and pooled
adult datasets, and the similar Goswami model was
significant for the M2, pooled adult, and adult male
datasets. While all three had relatively similar signifi-
cance values for the analyses of the adult dataset, the
Cheverud model was much more significant (p ≤ 0.001)
for all of the subadult datasets.

It should be noted that the RV coefficient was
much higher for the neurocranial-facial division than
for the six module models, suggesting that there is
greater correlation between these two large modules
than, on average, among the six modules in the other
two models. The higher significance of the two-module
model may not necessarily indicate a better fit than
the six-module models because different numbers of
parameters are involved, and graphical modelling or
structural equation analysis using the Akaike informa-
tion criterion could be used to further test which model
better fits the data.

**Theoretical matrix correlation analysis.**—As
with RV coefficient analysis, theoretical matrix correla-
tion analysis was applied to three pre-existing models
of cranial integration (listed in Table 1). Results of the
theoretical matrix correlation analyses show that nearly
all of the three models are significantly correlated
with the observed matrices as determined by Mantel’s test
(10,000 runs, p < 0.001) (Table 4). Matrix correlations
were strongest with Cheverud’s six-module model,
and lowest with the two-module neurocranial-facial
division model.

**Eigenvalue dispersion.**—The variance of ei-
genvalues from each cohort’s correlation matrix was
quantified for each of the four age groups and for the
samples of adult males and females (Table 5). The
eigenvalue variance was highest in the youngest age
cohort, those with only deciduous dentition, suggesting
that group had the highest level of integration, but there
was little difference among the others, suggesting that
the overall level of integration, if not the precise pat-
tern of integration, remains relatively constant across
ontogeny in this species.

**Comparison of Results.**—As mentioned in the
introduction to this chapter, there are a wide array of
methods used to examine morphological integration
and modularity. Here, we have attempted to describe
and compare some of the most common approaches,
and we find that, though there are some differences,
many methods return relatively similar results.

The greatest differences among the results pro-
duced by parallel methods were among the three differ-
ent types of cluster analysis used to identify modules.
Although some biological structure was apparent in the
analysis of the landmark-based dissimilarity matrix and
interlandmark distance analysis, neither of the sets of
modules identified satisfactorily matched each other
or the modules expected based on previous functional
and developmental studies. The clusters based on in-
terlandmark distances had the additional complication
of containing landmarks from different cranial regions,
making identification of modular structure problematic.
Because both the RV coefficient and theoretical matrix
analyses found statistically significant correspondence
between existing models of modularity and our Macaca
data, it seems unlikely to us that the cluster analyses
are reliably identifying the biological associations
among traits. Empirical studies of modularity that
use clustering should also include careful statistical
assessment of whether the modules that are identified
FIGURE 5.—Results of cluster analysis of interlandmark distances, showing the landmarks included in each cluster as vertical bars that are color-coded by topographic region of the skull (landmark names and color-codes are at the bottom of the figure). A–F. Six clusters identified by the distances in a variable space constructed from the correlation matrix of interlandmark distances. Because each interlandmark distance involves two landmarks and because each landmark contributes to many interlandmark distances, the contribution of each landmark is shown by the height of its bar (the number of distances the landmark contributes to in that cluster divided by the total number of distances it contributes to in the dataset).
are well-supported by the data and whether they better explain patterns of phenotypic correlation than do existing models of modularity.

Our results suggest that graphical modeling as a promising approach for studying trait associations because it does not impose strictly hierarchical relationships and may be a better model for the relationships among modules than a dendrogram. Other network approaches have the same strength (e.g., Zelditch et al., 2009). As noted above, graphical modeling is problematic when used with Procrustes-transformed landmarks because it cannot tolerate singular covariance matrices. However, there are a number of methods to circumvent this issue. We demonstrated on such approach here, using integration matrices instead of covariance or correlation matrices. Other possible solutions include matrix bending (Phillips and Arnold, 1999), using a pseudoinverse of the covariance matrix, or using a subset of PC scores instead of landmarks (and then translating the results back to the original landmarks for interpretation).

The results of the analyses other than the clustering were generally congruent with one another. Graphical modeling of the integration matrices and eigenvalue dispersion both identified the deciduous dentition cohort as the most integrated, with integration decreasing in older age groups. The increase in modularity with age identified by these two methods is illuminated by the concurrent increase in the correlation between the asymmetric and symmetric components of variation with age, perhaps suggesting that canalization, represented by decreasing symmetric variation, and developmental stability, measured as a decrease in fluctuating asymmetry, are coordinated and together produce a more modular adult phenotype rather than in earlier stages of development.

The matrix comparison methods, random skews analysis and matrix correlation analysis returned very parallel results: the similarity in correlation structure decreased with increasing age difference. Matrix correlation analysis directly compares the elements of the two matrices in question, while random skews measures the similarity of their response to random vectors. Matrices that are more similar in elemental composition will also have more similar responses to vectors, so it is not surprising that the two methods
TABLE 4.—Results of theoretical matrix correlation analysis for each of three a priori models of cranial modularity: a simple two-module division between the neurocranium and face, a theoretical modular pattern proposed by Cheverud for testing with primate cranial data and an empirical modular pattern identified by Goswami from marsupials, carnivores and primates. (* indicates p < 0.01, ** indicates p < 0.001).

<table>
<thead>
<tr>
<th>Age Cohort</th>
<th>Neuro-Face</th>
<th>Cheverud</th>
<th>Goswami</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deciduous</td>
<td>0.224**</td>
<td>0.524**</td>
<td>0.414**</td>
</tr>
<tr>
<td>M1 erupted</td>
<td>0.296**</td>
<td>0.564**</td>
<td>0.426**</td>
</tr>
<tr>
<td>M2 erupted</td>
<td>0.204**</td>
<td>0.573**</td>
<td>0.409**</td>
</tr>
<tr>
<td>Adults all</td>
<td>0.191**</td>
<td>0.585**</td>
<td>0.463**</td>
</tr>
<tr>
<td>Adult females</td>
<td>0.152*</td>
<td>0.556**</td>
<td>0.413**</td>
</tr>
<tr>
<td>Adult males</td>
<td>0.202**</td>
<td>0.546**</td>
<td>0.439**</td>
</tr>
</tbody>
</table>

TABLE 5.—Relative standard deviation of eigenvalues (SD_{Rel}(\lambda)) of the correlation matrices of the four age cohorts and for the adult female and male samples.

<table>
<thead>
<tr>
<th>Age Cohort</th>
<th>SD_{Rel}(\lambda)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deciduous</td>
<td>0.255</td>
</tr>
<tr>
<td>M1 erupted</td>
<td>0.217</td>
</tr>
<tr>
<td>M2 erupted</td>
<td>0.242</td>
</tr>
<tr>
<td>Adults all</td>
<td>0.219</td>
</tr>
<tr>
<td>Adult females</td>
<td>0.225</td>
</tr>
<tr>
<td>Adult males</td>
<td>0.245</td>
</tr>
</tbody>
</table>

**FURTHER CONSIDERATIONS**

Overall, we found that the exploratory approaches (cluster analyses of correlations among landmarks and interlandmark distances) were less informative and less consistent with one another than were the results of model testing or comparative approaches. The one limitation we found with the model testing approaches was that the models being tested were often similar enough that they were not statistically distinguishable, and for this reason we expect that in many cases several models may be significantly correlated with an observed matrix. This lack of differentiation among models may reflect biological reality.
however, as many different and overlapping layers of developmental interactions may be influencing trait correlations. Hallgrímsson et al. (in press) have termed this the “palimpsest model” of cranial integration, in analogy to reused scrolls on which the remnants of previous communications obfuscate a clear reading of the text. Márquez (2008) recently described a method that simultaneously tests multiple models of modularity and also combines them and considers complex interactions across models. Large numbers of independent and combined models can be ranked by goodness of fit, and consensus models can be constructed from the best supported models. This promising approach has not yet been extended to three-dimensional data, but the ability to test and compare hundreds of models appears to be a useful intermediate between blind exploratory approaches, such as cluster analysis, and the limited comparisons among individual models possible with existing model-testing methods.

As noted above, sample sizes are almost always limited in analyses involving paleontological specimens. Aside from the general advice that the more specimens, the better, we hesitate to provide specific recommendations for what constitutes an adequate sample size, because the minimum acceptable sample size depends on the size of the effect that is being measured relative to the variation in the population. For comparative analyses, we can suggest that running a subsampling analysis on the largest possible sample, as we did here, is a useful way to assess whether the question of interest can be addressed with smaller samples.

Another sampling aspect that we touched on in passing was the question of sexual dimorphism. The degree to which lack of gender data is a problem again depends heavily on the data set, but differences between males and females can be substantial. In the dataset used here, matrix correlations between male and female Japanese macaques are similar to the differences between age groups. The pooled adult sample had lower integration and stronger correspondence to the other age groups, which were also pooled due to lack of gender information, than the individual male and female samples. Greater variance might be expected to return higher measures of integration (Hallgrímsson et al., in press), but that does not appear to be case here. Our pooled adult sample also generally showed higher correlations with the hypothesized modules and lower and more significant RV coefficients than the individual gender samples. However, both of individual gender samples also returned significant results for all of the theoretical correlation matrix analyses, and the adult male, but not the adult female, results were consistent with those of the pooled adult dataset for two of the three RV coefficient analyses. Thus, with the exception of RV coefficient analysis, the differences between males and females in this sexually dimorphic species appear to have relatively small effect on the interpretation of results. There is also the practical issue that gender data is nearly impossible to obtain for extinct taxa, and, for this reason, we feel that pooling genders should be considered a necessary evil that is unlikely to distort the results of large-scale analyses.

Lastly, we recommend using the correlation matrix and its respective analyses in studies of morphological integration and modularity, because, as discussed above, the attribute of particular interest is the relationships among traits, rather than the relative variance of those traits (Pavlicev et al., 2009).

An increasing number of studies of the evolution of phenotypic modularity and morphological integration have included broader and broader comparisons among the phylogenetic diversity of living organisms, but there have not yet been many studies that incorporate paleontological data to directly measure evolutionary changes. It is hoped that this volume will inspire more paleontologists to consider these issues, first approached by Olson and Miller (1958) in what remains as one of the few studies of morphological integration in fossil taxa.
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